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THE RELATIONSHIP BETWEEN SEQUENTIAL
FRACTIONAL DIFFERENCES AND CONVEXITY

Christopher S. Goodrich

We consider the relationship between the sign of the sequential fractional
difference A3, ,ALf(t),t € Niyoa—p—v, and the convexity of the map
f + Na — R in the case where p € (1,2), v € (1,2), and p+ v € (2,3).
In particular, we demonstrate that there exist dissimilarities between the
sequential case studied here and the non-sequential case, which has been
previously studied. In addition, we describe a fundamental inequality that
A?f(t) must satisfy whenever AZy,_,ALf(t) > 0. This inequality also re-
veals some dissimilarities between the sequential and non-sequential settings.
We provide some numerical examples to illustrate the results. Finally, in
addition to the case p € (1,2), v € (1,2), and p+v € (2,3), we also consider
results in both the case p € (0,1), v € (1,2), and p+v € (2,3) as well as the
case u € (1,2), v € (0,1), and p+ v € (2,3).

1. INTRODUCTION

In the case of integer-order forward (delta) differences the commutativity of
such operators is a triviality. That is to say, for a given function f : N, — R we
have that

A(Af)(E) = A f(1);

note that here and throughout we use the standard notation

N, :={a,a+1,a+2,...},
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for a given number a € R. In addition, we also define the set N;2, for any numbers
r1 < ro satisfying ro —ry € Z, by

N2 o= {r;,r1 +1,...,m2}.

In the fractional setting, by considerable contrast, the above commutativity
property is well-known to fail. Recall that one definition of the fractional difference
f— Al fis, for a given function f : N, — R,

1 t+v

=) D (t—s—1)==Lf(s),

s=a

Avy(t) =

for t € Nyyn—p, where N — 1 < v < N for N € N. Especially due to the fact that
the fractional difference is an inherently nonlocal operator, many fundamental, even
trivial properties of the integer-order difference fail to hold for the corresponding
fractional operator. For example, we instead can only obtain the following theorem
— see [30, 31].

Theorem 1.1. Let f : N, — R be given and suppose v, > 0, with N—1<v <N
and M —1 < pu < M, where M, N € Ny. Then for t € Nopp—ptN—o it holds that

(1) Ala ALF(E) = AL f (1)
M-—1 )
=Y by (= M+ @) AT f(a+ M — ),

3=0
where N —1 < v < N. If v = N, then (1) simplifies to
v ALF) = AT (t), t € Naparp

Thus, the fractional difference operator is, in general, noncommutative. And this
means that a finite sequence of fractional differences, such as Ay, ALf(t), for
some choices of 1 and v, can be considered as a possible separate entity from a single
fractional difference, a distinction that is rendered void in the integer-order setting
due to the commutativity property mentioned above. This naturally gives rise
to the question of what, if any, properties sequential fractional differences possess
that are distinct from the non-sequential case. We note that sequential fractional
differences were first considered, within the context of fractional boundary value
problem theory, in a work by GOODRICH [25].

There has recently been substantial progress made in understanding the qual-
itative properties of discrete fractional operators. This is a very nontrivial program
due to the inherent nonlocal nature of the fractional difference, a fact that causes
great difficulty when trying to equip the operator with some reasonable geomet-
rical meaning. DAHAL and GOODRICH [16, 17] and then later GOODRICH [27]
were the first to provide some results regarding the relationship between the sign of
A¥y(t) and the monotonicity, convexity, and concavity of the map y. More recently
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BAOGUO, et al. [12, 13] and J1A, et al. [32, 33, 34] have provided substantial
and interesting generalizations of the original works by DAHAL and GOODRICH. In
the case where 0 < v < 1 a recent paper by ATICI and UYANIK [11] provides some
additional significant contributions regarding the connection between the fractional
difference and the monotonicity of functions. More generally, there has been a grow-
ing and broadening interest in the discrete fractional calculus over the past 10 years
or so, beginning with the initial investigations of ATict and ELOE [5, 6, 7, 8, 9],
and continuing in a variety of directions such as operational properties of fractional
differences [1, 2, 3, 4, 20, 31, 42], Laplace transforms [14], fractional boundary
value problems [15, 21, 22, 24, 26, 28, 38, 39, 40|, extensions to other time
scales such as ¢Z [14, 18, 19, 23], asymptotic behavior of solutions to fractional
initial value problems [35, 36, 37], chaotic dynamics of fractional-order dynamical
systems [41], and applications to modeling in the biological sciences [10]; one may
also consult the book by GOODRICH and PETERSON [30] for a broad overview of
these and other related topics.

In the present paper we hope to clarify further the connection between the
fractional difference operator and convexity. In particular, we shall couch this study
in the context of sequential fractional differences, a viewpoint that does not seem
to have been considered thus far in the existing literature. In particular, we first

consider
Case - I: n€(1,2),v € (1,2),and p+v € (2,3),

and then, under these assumptions, derive a fundamental inequality that the func-
tion AZf(t) must satisfy for any function f : N, — R satisfying the sequential
fractional difference inequality

(2) ey DRF(E) >0, t € Nayap.

The fundamental inequality we obtain is analogous to a similar inequality obtained
by Jia, et al. [33]. Using our inequality we are able to establish a connection
between the convexity of f and the sign Aj, ,_ ARf(t). We will demonstrate,
in particular, that in the sequential setting the relationships obtained are more
complicated than in the non-sequential setting.

In addition to the case identified above, we then repeat the above program
in

Case - IT: p € (0,1), v € (1,2), and p+v € (2,3).

Under the preceding assumptions on the parameters p and v, the fundamental
inequality is proved under the slightly altered assumption

(3) IljJraf,uAgf(t) 2 07 te N3+a—u—ua

where the sequential difference is now defined on N34 ,_,,—, instead of Nyyq—,—y.
It turns out that these two cases do not produce identical results. In fact, the latter
case (i.e., where 0 < p < 1) is somewhat simpler to characterize, as we shall show.
All in all, these observations reinforce the fact that the sequentialized difference has
dissimilarities not only with regard to the the non-sequential difference, but even
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more fundamentally within various sequential differences with different choices of
the underlying parameters p and v.
We conclude our study with

Case - ITI: ;1 € (1,2), v € (0,1), and p + v € (2,3).

It turns out that there is very little difference between Cases I and III. Consequently,
we do not spend much time discussing this final case.

2. CONVEXITY-TYPE RESULTS FOR SEQUENTIAL
FRACTIONAL DIFFERENCES

2.1. Preliminary Definitions and Lemmata

We begin by recalling a few definitions fundamental in the discrete fractional
calculus. The interested reader may consult the text by GOODRICH and PETERSON
[30] for a thorough overview of the discrete fractional calculus.

Definition 2.2. We put
, T +1)
rt+1-v)’
for any ¢t and v for which the right-hand side is defined. We also appeal to the

convention that if £+ 1 — v is a pole of the Gamma function and ¢+ 1 is not a pole,
then t£ = 0.

Definition 2.3. The v-th fractional sum, v > 0, of a function f : N, — R,
where a € R is given, is

1 t—v

AJVF() = > (t—s—1)“=Lf(s),
L'(v)

for t € Ngy,. We also define the v-th fractional difference of f, for v > 0, by
ALF(t) = AVATTNf(1),
where t € N,_, 4y and N € Ny is the unique number satisfying N —1 < v < N.

Definition 2.4. The v-th fractional Taylor monomial based at s is the map (¢, s) —
hy(t, s) defined by
(t—s)t

hl/(t, S) = m,

whenever the right-hand side is defined.

We next recall the following fundamental inequality, which was discovered by
J1A, ERBE, and PETERSON [33].
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Lemma 2.5. Assume that f : N, — R satisfies AY f(a+3—v+ k) >0 for each
k € Ng, where 2 < v < 3. Then it holds that

A’fla+k+1)>~h_,(a+3—v+ka)f(a)—h_,y1(a+3—v+ka)Af(a)
k

> hoyp(a+3-v+kati+1)Af(a+i)
=0

for each k € Ny, where
h_yiila—3—v+ka+i+1)<0
for each i € NE. In addition each of the inequalities
h_y(a+3—v+ka)>0and h_pyi1(a+3—-—v+k,a) <0
holds.

Notice that Lemma 2.5 provides a lower bound on AZf(t) for t € N1,
whenever it holds that A% f(¢) > 0 for ¢t € Ng43_,. This inequality is fundamental
in the investigation of the convexity or concavity of f, for instance, since it thus
allows us to gain control over the second-difference of f whenever we know that the
fractional difference is nonnegative.

22.Case .1 < u<2,1<v<<22<pup+rv<3

Throughout this subsection we make the following assumptions, though we
state these in the various results for convenience.

o l<pu<?2
e l<v<<?2
e 2< u+vrv<3

We now present an analogue of Lemma 2.5 for the sequential case for the choices of
4 and v in this subsection. As a comparison of Lemma 2.6 to Lemma 2.5 reveals,
by considering the sequential-type difference an additional layer of complexity is
added, and, in particular, the two fundamental inequalities are not identical.

Lemma 2.6. Assume that 1 < p<2,1<v <2, and2 < p+v < 3. Suppose that
Sra—pyALf(t) >0, for each t € Nyyq—p—p. Then it holds that

A’fla+k+2)
> —h_pv(d+a—p—v+ka)f(a)—hpyri1(d+a—p—v+ka)lAf(a)
at+1+k
— Z heprir(d+a—p—v+ks+1)A%f(s)

+ [hev—2@+a—-v+ka)+hy124+a—v+ka)(l—p)fla)
+hp124+a—-v+ka)f(at1l),
for each k € Ny.
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Proof. Our proof is similar in character to that of Lemma 2.5 as provided by JIA,
et al. in [33]. But due to the sequential difference, we require some estimates that
do not arise in the non-sequential setting studied in [33].
We begin by writing

(4) 0< AL, LALF() = AL F() = hoyea(t = 24 p,a) AT fa+2 — p)

- h—l/—l(t -2+ s a)A(;lJr#f(a’ +2- /1’)

1 t+p+rv+1 )
=—" t—s—1)=HEY""f(s) As
- h7v72(t -2 + M, a)A;2+#f(2 +a— :u)
- h—l/—l(t -2 + M, a)A;1+Mf(2 +a— /1’)7

where we use the fact that (see, for example, [30])

t+pu+rv+1

azrr = [ B v (ts + 1)1 (5) As

a

1 t+pu+rv+1 .
Recalling both that © —2 < 0 and  — 1 > 0, we note both that

a

—24p _ 1 —u _
(5) AP f(a+2—ﬂ)—mg(a‘Fl—ﬂ—S)l—f(s)—f(a)
and that
1 a+1
(6) A fla+2—p) = A=) D (a+1—s—p)=f(s) = fla+1)+(1—p)f(a).
Thus, putting (5)—(6) into (4) yields
1 t+pu+rv+1 et
(7) 0 S m /a (t — S5 — 1)7][(8) As

— [heya(t =24 pya) + ho 1 (t — 2+ pya)(1 — )] f(a)
- h—u—l(t -2+ My a)f(a + 1)

Now, using integration by parts twice we estimate

t+put+rv+1
§ [ bl D) As

s=t+p+v+1

t+pu+v
— —h_ et 5)F(8) F [ bt + DAS() As

s=a
s=t+pu+v

= hoyo(t,0)f() = [ pmsepr (1 ) AT (5)

sS=a
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t+put+rv—1
+ / hep—pii1(t, s+ 1)A%f(s) As
= h—M—V(tv a)f(a) + h—u—u-i-l (t7 G)Af(a)

t+put+rv—1
+ / h/f,ufqul(tv s+ 1)A2f(5) As.

Consequently, putting (8) into (7) yields the estimate
) 0<h (@) f(@) + e @)AS(0)
t+p+rv—1
+f B (s + DA2f(s) As

— [yt =24 pya) + b1 (t — 2+ pya)(1 — )] f(a)
—h_y 1 (t =24 p,a)fla+1).

Recall that, by definition,

t+put+v—1 ttptr—2
/ hp—vii(t, s+ DA%f(s) As = Z hey—vyr(t,s+ 1A% f(s).

S=a

Note, in addition, that for ¢ € Nyy4—,—, We can realize the number ¢ in the form
t=4+a—pu—v+kfor k € Ng. Then combining these two facts we see that
inequality (9) can be cast in the form

(10) 0 < hopu(d+a— =+ b,0) (@) + hoyvis(d+am = v+ )Af(0)
a+2+k
+ Z hepriri(d+a—p—v+k s+ 1)A%f(s)

- [hi,,,z(?—l—a— vtkoa)+hoy1(2+a—v+ka)(l—p)fla)
—h_p12+a—v+ka)fa+1),

for each k € Ny. Next notice that

(11) h—u—l/+1(4+a_ﬂ_y+k78+1)
s=2+a-+t+k
_(ta—p-vik-@tatrk) -1
B I(—p—v+2) -

By putting (11) into estimate (10) and rearranging terms we deduce that

A’fla+k+2)

> —h_pv(d+a—p—v+ka)f(a)—hpyri1(d+a—p—v+ka)lAf(a)
at+1+k
- Z heprir(d+a—p—v+ks+1)A%f(s)

sS=a
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+ [hov—2@4a—-v+ka)+hy12+a—v+ka)(l—p)f(a)
+hop12+a—-v+ka)f(a+1l),

for each k € Ny. And this completes the proof.

REMARK 2.7. A comparison of Lemma 2.6 to Lemma 2.5 reveals two, key dissimilarities.

e First of all, due to the sequential difference we pick up the extra terms

[hev—2(2+a—v+ka)+h_p12+a—v+ka)(l—p)f(a)
+hv1(24+a—-v+ka)f(at+1).

This term does not occur in the non-sequential fundamental inequality.

e Second of all, the sequentialization causes the fundamental inequality to yield a
lower bound for A?f(t) on the set N,t2. By contrast, in the non-sequential setting
(again, Lemma 2.5) we see that the lower bound for A?f(t) is valid on the slightly
larger set Ng41.

All in all, then, the sequentialization of the difference results in a similar but, nonetheless,
altered fundamental inequality.

With the sequential analogue of Lemma 2.5 in hand, we now state and prove
our convexity result for sequential differences.

Theorem 2.8. Assume that 1 < p < 2,1 <v <2 and2 < p+v < 3. Let
f + Ng = R be a map satisfying the inequality

(12) —hyv(@t+a—p-—v+ka)f(a) —hyv1(d+a—p—v+ka)Af(a)
a+1
= hpvnAta—p—v+k s+ 1)A%f(s)

s=a

+ [h7v72(2+a_V+k7a)+h7v71(2+a_y+kaa)(1 —,u)]f(a)
+hy12+a—-v+ka)f(a+1) >0,

for each k € No. If, in addition, it holds that Az, ALf(t) > 0, for each t €
Nita—p—v, then A2f(t) >0, for each t € Nyio.

Proof. The proof is a straightforward induction argument. The principal obser-
vation is that we may compute

B+a—p—v+k—s)=t=rtl
MN—p—v+2)
FMd+a—-—p—v+k—ys)
MN—p—v+2'B+a+k—3s)

(13) hepwyid+a—p—v+ks+1)=

for each k € Ng and s € N¢t1+F Since a < s < a+ 1+ k and k > 0, it follows
from (13) that I'(4 + a — u — v+ k — s) > 0 for all admissible k¥ and s. Similarly,
I'3+a+k—s)>0. Since I'(—p — v +2) <0, we conclude that h_,,_,11(4+a—
w—v—+k,s+1) <0, for each admissible k and s.
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To complete the actual induction argument, we first note that from Lemma
2.6 (in case k = 0) we may estimate

A’fla+2)>—h_pp(d+a—p—va)f(a) —h_pypi1(d+a—pu—rv,a)Af(a)
a+1
- Zh—u—u+l(4 +a— H—v,Ss + 1)A2f(8)

sS=a

+ [hev—2(4+a—-v,a) +hoy1(2+a—v,a)(1 — p)] f(a)
+hp124+a—-v,a)fla+1) >0,

invoking inequality (12). Thus, A%2f(a + 2) > 0 holds. But we then can write
(utilizing Lemma 2.6 once more)

(14)  A%*f(a+3)

S R L (O SRR RN

a+1
- Z hopvir1(b+a—p—v,s+ 1)A2f(5)

lhovs@a— vt a) +hoy (3 a— v a)(1 - )] f(a)
Thoya@B+a-va)fla+l)

—hpry1(5+a—p— v,a+3)A%f(a+2) >0,

>0

where the final term is nonnegative due to the observations in the first paragraph
of this proof, whereas the quantity in the brackets is nonnegative due to inequality
(12).

Finally, repeating the calculation in (14) we obtain by induction that

A%f(k) >0
for each k£ € Ny 5. And this completes the proof. O

If we are willing to impose some additional hypotheses on the values f(k) for
k € N3, then it is possible to obtain corollaries to Theorem 2.8 that are possibly
simpler to apply in practice. We state and prove next a couple representative results
in this direction.

Corollary 2.9. Assume that 1 < p < 2,1 <v <2, and2 < p+v < 3. Suppose
that f : Ng — R satisfies

L. Angaf,uAgf(t) 2 07 fO’f’ le N4+a—u—u;
2. f(a) <0;
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3. A%f(a+1) > 0; and
4. for each k € Ny

(2—u—u)I‘(4—u—l/+k)f(a)

k+2)(k+DIT2—-p—v)
(u+v+kId—p—v+k) T@B-v+k)
(k+2)(k+2))T2—p—v) (k+3)T(-v)
T4 —p—v+k)

T Ghrre-a-n/let2z0

(15)

fla+1)

Then A2f(t) > 0 for each t € Nyja.
Proof. We begin by noting that

(4—-—p—v+k)=2=
MN—p—-v+1)
'6—p—v+k)

= >0,
T(—p—v+ L5+ k)

(16) hepw(@+a—p—v+ka)=

for each k € Ny. In particular, then, since f(a) <0, from (16) we see that
(17) hos(dta— p— vtk a)f(a) >0,
for each k € Np. Similarly, since A?f(a + 1) > 0, it follows that

a+1
- Zh_u_,jﬂ(él—i—a—u— v+ ks +1)A%f(s)

S=a

> ~h ppi1d+a—p—v+ka+t 1)A2f(a),
for each k € Ny. Finally, we note that

hoy o2+a—v+ka)+h , 12+a—v+ka)(l—p
C2-vtk)m=2 (22— vt k)=l

B GZ R e R
__B-v+k) I(3—v+k)

Y C ) GRS ;s | G A

<0

<0 >0

for each k € Ny, from which it follows that
(18) [hev—2(2+a—v+ka)+h,124+a—v+ka)(l—p)fla)=>0.
With the preceding calculations in mind, we can then estimate

—hpv@+a—p—v+ka)f(a) —h_pyr1d+a—p—v+ka)Af(a)
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a+1
- Zh7y7u+l(4+ a—p—=v + ka 5+ 1)A2f(5)

+ [hev—2@4+a—-v+ka)+h o, 124+a—v+ka)(l—p)fla)
+hp124+a—-v+ka)f(at+1)
>—h_pvyi(d+a—p—v+kaAf(a)
—heppii(d+a—p—v+ka+1)A%f(a)
+h_y 12+a—v+ka)fla+1)>0,
for each k£ € Ny, where the final inequality follows from inequality (15). Since
the above estimate holds for each k& € Ny and, in addition, we are assuming that

bra—pALf(t) >0, for each t € Nyyq— -y, We see that the hypotheses of Theorem
2.8 are satisfied. Thus, we conclude that AZf(¢) > 0, for each t € N, 2, as claimed.

Corollary 2.10. Assume that 1 < p<2,1<v <2, and 2 < pu+ v < 3. Suppose
that f : Ng — R satisfies

LAY, ALf() >0, fort € Nypa—pv;
2. f(a) <0;
3. fla+1)>0; and
4. for each k € Ny
—heppii(d+a—p—v+ka+1)A%f(a)
—hepppi(d+a—p—v+ka+2)A%f(a+1)>0.
Then A%f(t) >0 for each t € Ny yo.

Proof. Similar to the proof of Corollary 2.9, we begin with some preliminary cal-
culations. In particular, since f(a) < 0 is again assumed, we again obtain estimates
(17)-(18). Note also that

2-v+k)=L TB-v+k)
I'(—v) - T(—v)I(4+ k)

hoy_124+a—-v+ka) = >0,

for each k € Ny. Therefore, since, by assumption, f(a + 1) > 0, it follows that
h7v71(2 +a—-v+ kaa)f(a+ 1) Z Oa
for each k € Ny. Finally, since
(4—p—v+k)y—rrtl
MN—p—-v+2)
'6—p—v+k)

= <0,
T(—p—v+2l(A+k)

hopvyi(d+a—p—v+ka)=
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it thus follows that
—h—pvy1(d+a—p—v+ka)Af(a) >0,

where we have used the fact that since f(a) < 0 and f(a + 1) > 0, it holds that
Af(a) > 0.
We thus conclude that

(19) —hyv(@t+a—p-—v+ka)f(a) —h_y1(d+a—p—v+kaAf(a)
a+1
> hepvn(Ata—p—v+ks+1)A%f(s)
+ [h_l,_g(2—|—a— v+ka)+h oy, 12+a—v+ka)l —u)]f(a)
+hy124+a—-v+ka)fla+1)
a+1
> =Y hoyppi(dta—p—v+ks+1)A%f(s) >0,

s=a

for each k € Ny. Thus, as in the proof of Corollary 2.9 we may invoke Theorem 2.8
to deduce that A%f(t) > 0 for each t € N, 12, as claimed. O

We conclude with an example to illustrate the application of the preceding
results. Our example illustrates that a function f : Ny — R may satisfy the
conditions

L f(0) <0;
2. AS(0) 2 0;
3. AZf(0) > 0; and

4. Ay ABf(t) >0, for t € NjZhTY
and yet satisfy
A?f(1) < 0 and A%f(2) < 0.

The significance of this is that in the non-sequential setting, it was shown by both
GOODRICH [27] and J1A, et al. [33] that the conditions (1)—(3) above together with
the condition A} f(t) > 0, for t € N3_,,, was sufficient to guarantee that A2 f(¢) > 0
for t € Nj. Here, by contrast, we see that replacing the non-sequential difference
with the sequential difference results in an apparently different level of control.
More specifically, we cannot necessarily expect the function to be convex on N; or
even Ny. The sequential difference simply does not provide that degree of control
over the convexity of the map f.

EXAMPLE 2.11. Set v = 1.25 and p = 1.25; note that p + v = 2.5 € (2,3). Consider the
function f : Ny — R with values given in the following table.
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t 0 1 2 3 4 5
f@&) | -1 -051]01] 05| 0.88 | 1.254

Direct calculation reveals that f(0) < 0, Af(0) >0, A®f(0) > 0, and
AGTAG® f() > 0, for t € N3

Yet direct calculation also immediately reveals that A%f(k) < 0 for k& € N3. In other
words, no matter how one defines f on Ng, it does not hold that A%f(t) > 0 on Ny
nor, for that matter, on No or even N3. And so this demonstrates dissimilarities between
the control that the non-sequential and sequential fractional differences possess over the
convexity of f.

23. CaseIl. 0< pu< L,1<v<<2,2< p+r<3
Throughout this subsection we make the following assumptions.
e <<l
o l<rv<?2
e 2< ut+rv<3

Thus, the only alteration from the assumptions in the last subsection is that instead
of u € (1,2), here we assume that p € (0,1). As we will see, the analogue of Lemma
2.6 is somewhat simpler in this case. However, it still is not the same as in the
non-sequential setting. So, to begin, we derive the analogue of Lemma 2.6 in this
case and then, as in the previous subsection, we derive some convexity-type results
in light of the fundamental inequality.

Lemma 2.12. Assume that 0 < p < 1,1 <v <2, and 2 < p+ v < 3. Suppose
that AY,,_,ALf(t) >0, for each t € N3iq—py—r. Then it holds that

(20) Azf(a—l—k—i-l)Z—h,#,y(a—i-?)—,u—u—i-k,a)f(a)
- h—u—u+l(a+ 3— H— v+ kua)Af(a)
a+t+k
- Zh7u7v+1(a+3_u_ V+I€,S+ 1)A2f(8)

S=a

+ h—l/—l(a’ +2-v+ ku a)f(a’)7
for each k € Ny.

Proof. The proof of this lemma is very similar to the proof of Lemma 2.6; in fact,
it is somewhat simpler. Therefore, we omit some of the details.

We note first that by Theorem 1.1 we obtain
(21) ViDL f(t) = ATV F(t) = hopor(t =14 p,a) AL fla+1 = p).

Since we compute

a

_ 1 _
(22) A a1 =) = Fr—y D (e = p =82 (s) = fa),

S=a
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we see that upon combining (21)—(22) we obtain the estimate
0 < Ag—i_l[f(t) - h—u—l(t -1+ s a)f(a)

t+pu+rv+1
[ s+ D) As it 14 )0

t+put+rv—2
= h—H—V(tv a)f(a) + h—H—V-i-l(tv a)Af(a) + Z h—u—u-i-l (t7 s+ 1)A2f(8)

S=a

—hya(t—1+ @) f(a).

Similar to the proof of Lemma 2.5, since t € N34q_,_,, we may realize ¢ in the
formt =a+3—pu—v+k, for k € Ng. Doing this then allows us to recast the above
inequality in the form

A’fla+1+k)>~h_py(@a+3—p—v+ka)f(a)
—hpvii(a+3—p—v+ka)Af(a)
a+k
- Zh_u_,ﬂrl(a—i—?)—u—u—i—k,s—i— 1A% f(s)

+hop1(a+2—-—v+k,a)f(a),
for each k € Ny, as claimed. And this completes the proof.

REMARK 2.13. So, for this particular sequentialized fractional difference we see, by com-
paring Lemma 2.5 to Lemma 2.12, that the additional term acquired here is

hov_1(a+2—-v+ka)f(a).

We also see that that in this case the fundamental inequality, while more complicated
than the non-sequential case, is somewhat simpler than the sequential case in which y,
ve(1,2).

REMARK 2.14. A second important dissimilarity between the two cases studied here is that,
as we previously saw, the fundamental inequality in case u € (1,2) only yields potential
information about the convexity of t — f(t) for ¢ € Nqt2. By contrast, Lemma 2.12 shows
that in case p € (0,1) we can obtain information about the convexity of ¢t — f(t) for
te Na+1 D) NaJrz.

Now we provide a basic convexity-type result that follows from Lemma 2.12.

Theorem 2.15. Assume that 0 < p < 1,1 <v <2, and 2 < p+ v < 3. Suppose
that A‘1’+G_MAfl‘f(t) >0, for each t € N3yq_,—p. In addition, suppose that

(23) [—hopvl@+3—p—v+ka)+h,1(a+2—v+ka)lf(a)
- hf,uvarl(a_'— 3— B—v+ k,a)Af(a)
~heppii(a+3—p—v+ka+1)A%f(a) >0

for each k € Ng. Then A%f(t) >0 for each t € Nyyq.
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Proof. Essentially we proceed exactly as in the proof of Theorem 2.8. First notice
that

N—p—v+2)
FrB—p—v+k)

S >0,
T(—p—v+2)T2+k)

(24) _h7u7u+1(a+3_ﬂ_u+k7a+1):_

for each k € Ny. Next suppose that A?f(k) > 0 for each k € NZI%'HCU for some

ko € No. Then by both Lemma 2.12 and inequality (24) we estimate

(25)  APfla+ko+2)>—h_y la+4—p—v+ko,a)f(a)
hepevr(at 4 - p— v+ ko,a)AS(a)
a+ko+1
= Y hopwpala+4—p—v+ko, s+ 1)A%f(s)

+hop1(a+3—v+ko,a)f(a)
>—h_yva+4—p—v+ko,a)f(a)

—h pvti(a+4—p—v+ko,a)Af(a)

—hepvir(a+4—p—v+ko,a+1)A*f(a)

+h_y_1(a+3—v+ko,a)f(a).

But since the right-hand side of (25) is nonnegative for each k € Ny by assumption
(23), it follows that A%(a + ko + 2) > 0. By the arbitrariness of k € Ny together
with the principle of strong induction the proof is complete.

REMARK 2.16. As in Remark 2.14, we note that Theorem 2.15 allows us to conclude that
AZf(t) > 0 on Ngy1, whereas Theorem 2.8 allows us to conclude only that AZf(t) > 0
on Ngyo. This is another dissimilarity between the setting in which u, v € (1,2) and in
which p € (0,1) and v € (1,2).

If one prefers, by rephrasing inequality (23), one may obtain the following
corollary to Theorem 2.15. We state the corollary without proof since it follows by
simplifying and rewriting inequality (23).

Corollary 2.17. Assume that 0 < p < 1,1 <v <2, and 2 < pu+ v < 3. Suppose
that AY,,_,ALf(t) >0, for each t € N3 14— y—p. In addition, suppose that

p+rv+k+1
s €A N PRy )T LA
n p+v r@—v+kI'(—p—-—v+1)

G 2)(h+3) GGG —p—viR @0

for each k € Ng. Then A%2f(t) >0 for each t € Nyyq.
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REMARK 2.18. One may note that inequality (26) in Corollary 2.17 is very similar to
inequality given in [29, Theorem 2]. In particular, the term

r@—v+kI'(—p—v+1) f(a)
k+2)(k+ 30 (- B—p—v+k) ¢

is the additional term acquired by using a sequentialized difference rather than, as in [29],
a non-sequential difference. It is interesting to note, in this light, that

r@—v+kI'(—p—v+1)

27) k+2)(k+3)(-NT(B—pi—v + k)

>0,

for each k € Ny. This is of note since, at the same time,

ptv

(28) (k+2)(k+3)

>0,

for each k € No. Due to (27)—(28) it follows that if f(a) > 0, then

w+v rB-—v+kI'(—p—v+1)
E+2)(k+3) (B+2)(k+3)I(—)IB—p—v+Ek)

pAtv
> Tr ok >0

(29) ; | @

whereas if f(a) < 0, then

uw+v r-—v+kI'(—p—v+1)
(30) {(k T2 +3) T )k T (TG —p—v T k)}f(“)
ptv

All in all, (26) and (29)—(30) seem to suggest that in case f(a) > 0 it should be
easier for (26) to be verified, whereas in case f(a) < 0 it should be more difficult for (26)
to be verified. In other words, it seems that when f(a) > 0 acquiring convexity may be
slightly “easier” in the sequential than non-sequential setting, whereas when f(a) < 0 it
may be slight “easier” in the non-sequential than sequential setting. Investigating these
relationships could be an interesting avenue for future investigation.

As in the previous subsection we continue with a corollary that specializes
both Theorem 2.15 and Corollary 2.17 in case we are willing to make assumptions
about the sign of f(k) for k € N3. In practice, this may be simpler to apply than
either Theorem 2.15 or Corollary 2.17 directly.

Corollary 2.19. Assume that 0 < p < 1,1 <v <2, and 2 < p+ v < 3. Suppose
that A7, ,_,ALf(t) >0 for each t € N3jq—y—y. In addition, suppose that
1. f(a) > 0; and

p+rv+k+1

2. fla+2)> P

fla+1), for each k € Ny.

Then A%f(t) >0 for each t € Nyy;.
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Proof. We simply observe that under conditions (1)—(2) inequality (26) holds for
each k € Ny. By Corollary 2.17 we conclude that A% f(t) > 0 for each t € N, 1, as
claimed. And this completes the proof.

REMARK 2.20. This particular corollary is not exhaustive, and it is possible to write down
additional similar corollaries that follow from Theorem 2.15. But we omit such results
here — see [29, Corollaries 1-3] for these types of results in the non-sequential setting.

We conclude this subsection and the paper with a second example and a
concluding remark. Similar to Example 2.11 this example demonstrates that when
0 < p<1land 1l < v < 2 there apparently remain dissimilarities between the
sequential and non-sequential settings insofar as convexity is concerned.

EXAMPLE 2.21. Set v = 1.5 and p = 0.51; note that p + v = 2.01 € (2, 3). Consider the
function f : No — R with values given in the following table.

t 0 1 2 3 4
f(t) | =05 10| 0.6 | 1.19259 | 1.793517

Direct calculation reveals that f(0) < 0, Af(0) > 0, A%f(0) > 0, and
AodeAg™ f(t) > 0, for t € No'gg.

Yet direct calculation also immediately reveals that Azf(l) < 0. In other words, in a
manner very similar to Example 2.11, no matter how one defines f on N5, it does not hold
that A%f(t) > 0 on all of Ny. So, once again, by comparing this example to the results on
convexity for non-sequential differences (e.g., [27, 33]), we observe dissimilarities between
the sequential and non-sequential settings.

REMARK 2.22. Tt is easy to see that if one defines f as in Example 2.21, then A% f(2) > 0.
In fact, if one demands that Ad:59AJ®! £(2.99) > 0 hold, then one is forced to define f(5)
in such a way that A%f(3) > 0 holds. In particular, one must select f(5) Z 2.399712113.
Inductively, then, one may conclude that A2f(t) eventually is forced to be positive in this
example, but it is not necessarily always positive as Example 2.21 demonstrates.

24. CaseIIl. 1 < u<2,0<v<,2< pu4+r<3
Throughout this subsection we make the following assumptions.
e l<pu<?2
e O<r<«l
e 2< u+v<3

It turns out that this case is very similar to the results obtained in Case I. As such,
we do not provide many details here.

To begin we obtain the following lemma, which is the analogue of Lemma
2.6. Note that essentially the only dissimilarity between Lemma 2.6 and Lemma
2.23 is that the domains are slightly different.
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Lemma 2.23. Assume that 1 < p <2, 0<v <1, and 2 < p+ v < 3. Suppose
that Ay, ALf(t) >0, for each t € N3y4— . Then it holds that

Afla+k+1)
2 —hyvB+a—-p—v+ka)fla) = hyr1(3+a—p—v+ka)Af(a)
a+k
= hepvnBta—p—v+k s+ 1)A%f(s)
+ [Z_,,_g(l +a—-v+ka)+ho,1(l+a—v+ka)(l—p)fla)
+hop1(l4+a—v+ka)flat+1),

for each k € Ny.

Proof. Since the proof, save but for essentially trivial alterations, is nearly identical
to the proof of Lemma 2.6, we omit it. O

Once we have Lemma 2.23 in hand, we can provide the following convexity-
type result. This serves as the analogue of Theorem 2.8. Furthermore, just as in the
preceding subsections we can provide several corollaries that follow from Theorem
2.24. However, since they are essentially like those presented in Subsection 2.2, we
omit their formal statements here.

Theorem 2.24. Assume that 1 < p < 2,0 <v <1, and2 < p+v < 3. Let
f + Ng = R be a map satisfying the inequality

Bt a— p— v+ B ) f(@) — hovii (30— p— v+ b @)Af(a)
—hepi13+a—p—v+ka+1)A%f(a)
+[hovo(l+a—v+ka)+h 1 (1+a—v+ka)(l—p)fla)
+h_y 1(l+a—v+ka)fla+1)>0,

for each k € No. If, in addition, it holds that Az, ALf(t) > 0, for each t €
Nsta—p—v, then A2f(t) >0, for each t € Noi.

REMARK 2.25. Notice that Theorem 2.24 is valid on the set N441, which is similar to the
results of Subsection 2.3 but dissimilar to the results of Subsection 2.2. In particular,
this suggests that requiring 1 < p < 2 results in slightly different convexity-type results
depending upon whether 0 < v < 1 (as in this subsection) or 1 < v < 2 (as in Subsection
2.2).

We conclude this section and the paper with the following remarks.

REMARK 2.26. Although we have elected to state our results in this paper couched in the
convexity-type setting, it is, of course, possible to “reverse” these and thus recast them
in terms of concavity-type results. Since this procedure is similar, for example, to that
outlined in [27] or [30], we omit the formal statement of these types of results.

REMARK 2.27. It would be interesting to investigate to what degree the results presented
herein are sharp (i.e., to what extent, if any, they can be improved). This, we believe,
would be an interesting line for future research.



The Relationship Between Sequential Fractional Differences and Convexity 363

Acknowledgments. The author would like to thank the anonymous referee for
his or her thoughtful remarks, which led to an improved presentation of this paper.

10.

11.

12.

13.

14.

15.

16.

17.

18.

REFERENCES

T. ABDELJAWAD: Dual identities in fractional difference calculus within Riemann.
Adv. Difference Equ., 2013 (19) (2013), 10 pp.

T. ABDELJAWAD: On delta and nabla Caputo fractional differences and dual identities.
Discrete Dyn. Nat. Soc., (2013), Art. ID 406910, 12 pp.

G. A ANASTASSIOU: Nabla discrete fractional calculus and nabla inequalities. Math.
Comput. Modelling, 51 (2010), 562-571.

F. M. Atici, N. ACAR: Ezxponential functions of discrete fractional calculus. Appl.
Anal. Discrete Math., 7 (2013), 343-353.

F. M. Atict, P. W. ELOE: A transform method in discrete fractional calculus. Int.
J. Difference Equ., 2 (2007), 165-176.

F. M. Atici, P. W. ELOE: Discrete fractional calculus with the nabla operator.
Electron. J. Qual. Theory Differ. Equ., (2009), Special Edition I, 12 pp.

F. M. Atici, P. W. ELOE: Initial value problems in discrete fractional calculus. Proc.
Amer. Math. Soc., 137 (2009), 981-989.

F. M. Atici, P. W. ELOE: Two-point boundary value problems for finite fractional
difference equations. J. Difference Equ. Appl., 17 (2011), 445-456.

F. M. Atict, P. W. ELOE: Linear systems of fractional nabla difference equations.
Rocky Mountain J. Math., 41 (2011), 353-370.

F. M. Arici, S. SENGUL: Modeling with fractional difference equations. J. Math.
Anal. Appl., 369 (2010), 1-9.

F. M. Atict, M. UvANIK: Analysis of discrete fractional operators. Appl. Anal. Dis-
crete Math., 9 (2015), 139-149.

J. BAoGuoO, L. ERBE, C. S. GOODRICH, A. PETERSON: On the relation between delta
and nabla fractional difference. Filomat, to appear.

J. BaoGguo, L. ErRBE, C. S. GOODRICH, A. PETERSON: Monotonicity results for
delta fractional difference revisited. Math. Slovaca, to appear.

N. R. O. Bastos, D. MozYRskA, D. F. M. TORRES: Fractional derivatives and
integrals on time scales via the inverse generalized Laplace transform. Int. J. Math.
Comput., 11 (2011), 1-9.

R. DAHAL, D. DUNCAN, C. S. GOODRICH: Systems of semipositone discrete fractional
boundary value problems. J. Difference Equ. Appl., 20 (2014), 473-491.

R. DanAL, C. S. GOODRICH: A monotonicity result for discrete fractional difference
operators. Arch. Math. (Basel), 102 (2014), 293-299.

R. DaHAL, C. S. GOODRICH: Erratum to “R. Dahal, C. S. Goodrich, A monotonicity
result for discrete fractional difference operators, Arch. Math. (Basel) 102 (2014),
293-299”. Arch. Math. (Basel), 104 (2015), 599-600.

R. A. C. FERREIRA: Nontrivial solutions for fractional q-difference boundary value
problems. Electron. J. Qual. Theory Differ. Equ., (2010), 10 pp.



364

C. S. Goodrich

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

R. A. C. FERREIRA: Positive solutions for a class of boundary value problems with
fractional q-differences. Comput. Math. Appl., 61 (2011), 367-373.

R. A. C. FERREIRA: A discrete fractional Gronwall inequality. Proc. Amer. Math.
Soc., 140 (2012), 1605-1612.

R. A. C. FERREIRA: FExistence and uniqueness of solution to some discrete fractional
boundary value problems of order less than one. J. Difference Equ. Appl., 19 (2013),
712-718.

R. A. C. FERREIRA, C. S. GOODRICH: Positive solution for a discrete fractional
periodic boundary value problem. Dyn. Contin. Discrete Impuls. Syst. Ser. A Math.
Anal., 19 (2012), 545-557.

R. A. C. FERREIRA, D. F. M. TORRES: Fractional h-difference equations arising
from the calculus of variations. Appl. Anal. Discrete Math., 5 (2011), 110-121.

C. S. GOODRICH: Solutions to a discrete right-focal boundary value problem. Int. J.
Difference Equ., 5 (2010), 195-216.

C. S. GOODRICH: On discrete sequential fractional boundary value problems. J. Math.
Anal. Appl., 385 (2012), 111-124.

C. S. GOODRICH: On a first-order semipositone discrete fractional boundary value
problem. Arch. Math. (Basel), 99 (2012), 509-518.

C. S. GOODRICH: A convezity result for fractional differences. Appl. Math. Lett., 35
(2014), 58-62.

C. S. GOODRICH: Systems of discrete fractional boundary value problems with nonlin-
earities satisfying no growth conditions. J. Difference Equ. Appl., 21 (2015), 437-453.

C. S. GOODRICH: A note on convezity, concavity, and growth conditions in discrete
fractional calculus with delta difference. Math. Inequal. Appl., 19 (2016), 769-779.

C. GOODRICH, A. C. PETERSON: Discrete Fractional Calculus. Springer (2015), doi:
10.1007/978-3-319-25562-0.

M. HoLM: Sum and difference compositions and applications in discrete fractional
calculus. Cubo, 13 (2011), 153-184.

B. Jia, L. ERBE, A. PETERSON: Two monotonicity results for nabla and delta frac-
tional differences. Arch. Math. (Basel), 104 (2015), 589-597.

B. Jia, L. ERBE, A. PETERSON: Converity for nabla and delta fractional differences.
J. Difference Equ. Appl., 21 (2015), 360-373.

B. Jia, L. ERBE, B. JiA, A. PETERSON: Some relations between the Caputo fractional

difference operators and integer order differences. Electron. J. Differential Equations,
(2015), No. 163, 7 pp.

B. Jia, L. ERBE, A. PETERSON: Asymptotic behavior of solutions of fractional nabla
q-difference equations. submitted.

B. Jia, L. ERBE, A. PETERSON: Comparison theorems and asymptotic behavior of so-
lutions of discrete fractional equations. Electron. J. Qual. Theory Differ. Equ., (2015),
Paper No. 89, 18 pp.

B. Jia, L. ERBE, A. PETERSON: Comparison theorems and asymptotic behavior of
solutions of Caputo fractional equations. submitted.



The Relationship Between Sequential Fractional Differences and Convexity 365

38.

39.

40.

41.

42.

Z. v, Y. GONG, Y. CHEN: Multiplicity and uniqueness for a class of discrete frac-
tional boundary value problems. Appl. Math., 59 (2014), 673-695.

T. SITTHIWIRATTHAM, J. TARIBOON, S. K. NTOUYAS: Boundary value problems for
fractional difference equations with three-point fractional sum boundary conditions.
Adv. Difference Equ., (2013) No. 296, 13 pp.

T. SITTHIWIRATTHAM: Existence and uniqueness of solutions of sequential nonlinear
fractional difference equations with three-point fractional sum boundary conditions.
Math. Methods Appl. Sci., 38 (2015), 2809—-2815.

G. Wu, D. BALEANU: Discrete fractional logistic map and its chaos. Nonlinear Dyn.,
75 (2014), 283-287.

R. Xu, Y. ZHANG: Generalized Gronwall fractional summation inequalities and their
applications. J. Inequal. Appl., (2015) No. 242, 10 pp.

Department of Mathematics, (Received February 20, 2016)
Creighton Preparatory School, (Revised September 15, 2016)
7400 Western Ave.,

Omaha, NE 68114

USA

E-mail: cgood®@prep.creighton.edu



