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FRACTIONAL DERIVATIVES OF COLOMBEAU

GENERALIZED STOCHASTIC PROCESSES DEFINED

ON R
+

Danijela Rajter-Ćirić

We consider Caputo and Riemann-Liouville fractional derivatives of a
Colombeau generalized stochastic process G defined on R

+. We give proper
definitions and prove that both are Colombeau generalized stochastic pro-
cesses themselves. We also give a solution to a certain Cauchy problem
illustrating the application of the theory.

1. INTRODUCTION

Fractional calculus is a generalization of ordinary differentiation and integra-
tion to arbitrary non-integer order. The concept involving fractional derivatives
is successfully used for modeling phenomena that appear very often in applica-
tions, especially in physics, meteorology, climatology, hydrology, geophysics, econ-
omy. Fractional processes have also witnessed an increasing development in the last
decade. For instance, they are convenient for describing the long memory proper-
ties of many time series. For more about fractional processes we refer, for instance,
to [1], [3] and [7].

Colombeau generalized stochastic process are introduced to make possible
some nonlinear stochastic problems (see [6], [9], [10] and [11]). For more about
the Colombeau theory in general we refer to [2] and [8].

Fractional derivatives of Colombeau generalized stochastic processes defined
on [0,∞) are introduced in [14] where it is proved that a Caputo fractional deriva-
tive of a Colombeau generalized stochastic process G is a Colombeau generalized
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stochastic process itself only if G satisfies certain conditions. One of the possible
approaches to get rid of these restrictions is to make a regularization of the frac-
tional derivative, as done in [14]. Some other possibilities are considered in [13].
In this paper, we avoid the problematic zero and consider fractional derivatives of
Colombeau generalized stochastic process on the interval (0,∞) instead of [0,∞).

The paper is organized as follows. After the introduction, in the second sec-
tion we give some basic preliminaries such as notation and definitions of the objects
we shall work with. We also introduce different spaces of Colombeau generalized
stochastic processes.

In the third section we introduce fractional derivatives od Colombeau gen-
eralized stochastic process defined on [0,∞) by briefly exposing some results from
[14].

The fourth section of the paper is devoted to the Caputo fractional derivative
of a Colombeau generalized stochastic process defined on (0,∞). We prove that
it is a Colombeau generalized stochastic process itself. This fact represents the
adventage of this approach in comparison to the one where we consider Colombeau
generalized stochastic processes on the interval [0,∞).

Finally, in the fifth section we introduce the Riemann-Liouville fractional
derivative of a Colombeau generalized stochastic process. We show that, if the
Colombeau generalized stochastic process G is defined on [0,∞), by defining the
Riemann-Liouville fractional derivative of G we do not gain much, since it is a
Colombeau generalized stochastic process itself only if all derivatives of Gε are
vanishing at zero which is, as known from the classical fractional derivative theory,
exactly the case when the Riemann-Liouville fractional derivative coincides with
the Caputo fractional derivative. On the other hand, the αth Riemann-Liouville
fractional derivative of a Colomebau generalized stochastic process G defined on
(0,∞) is a Colombeau generalized stochastic process itself, for every α, with no
restrictions on G. At the end of the fifth section we give the solution of a certain
Cauchy problem that illustrates the application of the theory.

2. PRELIMINARIES

Let (Ω,Σ, µ) be a probability space. Denote by D′(R) the space of distribu-
tions on R. Generalized stochastic process on R is a weakly measurable mapping
X : Ω → D′(R). We denote by D′

Ω(R) the space of generalized stochastic processes.
For each fixed function ϕ ∈ D(R), the mapping Ω → R defined by ω 7→ 〈X(ω), ϕ〉
is a random variable. For instance, the white noise Ẇ : Ω → D′(R) is the identity
mapping Ẇ (ω) = ω, i.e., 〈Ẇ (ω), ϕ〉 = 〈ω, ϕ〉, ϕ ∈ D(R). (For more details see [4])

A net ϕε of mollifiers given by ϕε(t) =
1

ε
ϕ
(

t

ε

)

, ϕ ∈ D(R),
∫

ϕ(t)dt = 1, is called

a nonnegative model delta net. Smoothed white noise process on R is defined as

(1) Ẇε(t) = 〈Ẇ (s), ϕε(t− s)〉,

where Ẇ is the white noise process on R and ϕε is a nonnegative model delta net.
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In the sequel we introduce Colombeau generalized stochastic processes as
done in [9] and [10]. (For some other possible approaches to generalized stochastic
processes see, e.g. [5] and [12]). We confine ourselves to the one-dimensional case.

Denote by EΩ((0,∞)) the space of nets (Xε)ε∈(0,1) = (Xε)ε, of stochastic
processesXε with almost surely continuous paths, i.e., the space of nets of processes
Xε : (0, 1)× (0,∞)× Ω → R such that

(t, ω) 7→ Xε(t, ω) is jointly measurable, for all ε ∈ (0, 1);

t 7→ Xε(t, ω) belongs to C∞((0,∞)), for all ε ∈ (0, 1) and almost all ω ∈ Ω.

By EΩ
M ((0,∞)) we denote the space of nets of processes (Xε)ε ∈ EΩ((0,∞)),

with the property that for almost all ω ∈ Ω, for all T > 0 and α ∈ N0, there exist
constants N, C > 0 and ε0 ∈ (0, 1) such that supt∈[ε,T ] |∂

αXε(t, ω)| has a moderate

bound, i.e., supt∈[ε,T ] |∂
αXε(t, ω)| ≤ C ε−N , ε ≤ ε0.

NΩ((0,∞)) is the space of nets of processes (Xε)ε ∈ EΩ
M ((0,∞)), with the

property that for almost all ω ∈ Ω, for all T > 0 and α ∈ N0 and all b ∈ R, there
exist constants C > 0 and ε0 ∈ (0, 1) such that supt∈[ε,T ] |∂

αXε(t, ω)| ≤ C εb,
ε ≤ ε0. Then we say that supt∈[ε,T ] |∂

αXε(t, ω)| is negligible.

Then GΩ((0,∞)) = EΩ
M ((0,∞))/NΩ((0,∞)) is a differential algebra (differ-

entiation with respect to the variable t and pointwise multiplication) called algebra
of Colombeau generalized stochastic processes. The elements of GΩ((0,∞)) will be
denoted by X = [Xε], where (Xε)ε is a representative of the class.

Every stochastic process can be viewed as Colombeau generalized stochastic
process. It follows from the usual embedding arguments of Colombeau theory
(see [8]). For instance, the Colombeau generalized white noise process has the
representative given by (1).

Instead of the interval (0,∞) one can consider the interval [0,∞) (or any
other interval in R) and similarly define the algebra GΩ([0,∞)) as done in [14].
Here we will recall those definitions:

Denote by EΩ([0,∞)) the space of nets (Xε)ε∈(0,1) = (Xε)ε, of stochastic
processes Xε with almost surely smooth paths, i.e., the space of nets of processes
Xε : (0, 1)× [0,∞)× Ω → R such that

(t, ω) 7→ Xε(t, ω) is jointly measurable, for all ε ∈ (0, 1);

t 7→ Xε(t, ω) belongs to C∞([0,∞)) for all ε ∈ (0, 1) and almost all ω ∈ Ω.

By EΩ
M ([0,∞)) we denote the space of nets of processes (Xε)ε ∈ EΩ([0,∞)),

with the property that for almost all ω ∈ Ω, for all T > 0 and α ∈ N0, there exist
constants N, C > 0 and ε0 ∈ (0, 1) such that supt∈[0,T ] |∂

αXε(t, ω)| has a moderate

bound, i.e., supt∈[0,T ] |∂
αXε(t, ω)| ≤ C ε−N , ε ≤ ε0.

NΩ([0,∞)) is the space of nets of processes (Xε)ε ∈ EΩ
M ([0,∞)), with the

property that for almost all ω ∈ Ω, for all T > 0 and α ∈ N0 and all b ∈ R, there
exist constants C > 0 and ε0 ∈ (0, 1) such that supt∈[0,T ] |∂

αXε(t, ω)| ≤ C εb,
ε ≤ ε0. Then we say that supt∈[0,T ] |∂

αXε(t, ω)| is negligible.
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Then GΩ([0,∞)) = EΩ
M ([0,∞))/NΩ([0,∞)) is a corresponding algebra of

Colombeau generalized stochastic processes.

We also introduce so-called Ck-Colombeau generalized stochastic processes.

Let k ∈ N. Denote by EΩ
M,Ck([0,∞)) the space of nets of continuous processes

(Xε)ε on [0,∞), with the property that for almost all ω ∈ Ω and for all T > 0,
there exist constants N, C > 0 and ε0 ∈ (0, 1) such that supt∈[0,T ] |∂

mXε(t, ω)|

has a moderate bound for m ∈ {0, . . . , k}, i.e., supt∈[0,T ] |∂
mXε(t, ω)| ≤ C ε−N ,

m ∈ {0, . . . , k}, ε ≤ ε0.

Let k ∈ N. NΩ
Ck([0,∞)) is the space of nets of processes (Xε)ε ∈ EΩ

M,Ck([0,∞)),
with the property that for almost all ω ∈ Ω and for all T > 0 and all b ∈ R, there
exist constants C > 0 and ε0 ∈ (0, 1) such that supt∈[0,T ] |∂

mXε(t, ω)| ≤ C εb,
m ∈ {0, . . . , k}, ε ≤ ε0. Then we say that supt∈[0,T ] |∂

mXε(t, ω)| is negligible for
m ∈ {0, . . . , k}.

Then, for k ∈ N, the factor space GΩ
Ck([0,∞)) = EΩ

M,Ck([0,∞))/NΩ
Ck([0,∞)) is

an algebra and it is called algebra of Ck-Colombeau generalized stochastic processes.

Finally, for evaluation of generalized stochastic process at fixed points of time,
we introduce the concept of a Colombeau generalized random variable as follows.
Let ER be the space of nets of measurable functions on Ω.

ERM is the space of nets (Xε)ε ∈ ER, ε ∈ (0, 1), with the property that
for almost all ω ∈ Ω there exist constants N, C > 0, and ε0 ∈ (0, 1) such that
|Xε(ω)| ≤ C ε−N , ε ≤ ε0.

NR is the space of nets (Xε)ε ∈ ER, ε ∈ (0, 1), with the property that for
almost all ω ∈ Ω and all b ∈ R, there exist constants C > 0 and ε0 ∈ (0, 1) such
that |Xε(ω)| ≤ C εb, ε ≤ ε0.

The differential algebra GR of Colombeau generalized random variables is the
factor algebra GR = ERM/NR.

3. SOME BASICS ON FRACTIONAL DERIVATIVES OF
COLOMBEAU GENERALIZED STOCHASTIC PROCESSES

DEFINED ON [0,∞)

In [14] the Caputo αth fractional derivative and the regularized Caputo αth
fractional derivative of a Colombeau generalized stochastic process defined on [0,∞)
are introduced. Here we recall some definitions and basic properties.

Let (Gε(t))ε be a representative of a Colombeau generalized stochastic process
G(t) ∈ GΩ([0,∞)). The Caputo αth fractional derivative of (Gε(t))ε, α > 0, is
defined by

(2) c
0D

α
t Gε(t) =















1

Γ(m− α)

∫ t

0

G
(m)
ε (τ)

(t− τ)α+1−m
dτ, m− 1 < α < m

G
(m)
ε (t) =

dm

dtm
Gε(t), α = m

,

for m ∈ N and ε ∈ (0, 1).
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For m−1 < α < m, m ∈ N, by using a simple change of variables one obtains

c
0D

α
t Gε(t) =

1

Γ(m− α)

∫ t

0

G
(m)
ε (τ)

(t− τ)α+1−m
dτ =

1

Γ(m− α)

∫ t

0

G
(m)
ε (t− s)

sα+1−m
ds.

For the proof of the following proposition we refer to [14].

Proposition 1. Let (Gε(t))ε be a representative of a Colombeau generalized stochas-
tic process G(t) ∈ GΩ([0,∞)) and let the Caputo αth fractional derivative of (Gε(t))ε,
α > 0, be given by (2). Then, for every α > 0, supt∈[0,T ] |

c
0D

α
t Gε(t)| has a moderate

bound.

Let (G1ε(t))ε and (G2ε(t))ε be two representatives of a Colombeau generalized
stochastic process G(t) ∈ GΩ([0,∞)). Then, supt∈[0,T ] |

c
0D

α
t G1ε(t)− c

0D
α
t G2ε(t)| is

negligible, for every α > 0.

According to the Proposition 1 the Caputo αth fractional derivative of a
Colombeau generalized stochastic process on [0,∞) can be defined as an element
of GΩ

C0([0,∞)).

Definition 1. Let G(t) ∈ GΩ([0,∞)) be a Colombeau generalized stochastic process
on [0,∞). The Caputo αth fractional derivative of G(t), in notation c

0D
α
t G(t) =

[( c
0D

α
t Gε(t))ε], α > 0, is an element of GΩ

C0([0,∞)) satisfying (2).

Note that, in general, the first order derivative of c
0D

α
t Gε(t),

d

dt
c
0D

α
t Gε(t),

for m− 1 < α < m, m ∈ N, is not defined at the point t = 0. Indeed,

d

dt
c
0D

α
t Gε(t) =

d

dt

[

1

Γ(m− α)

∫ t

0

G
(m)
ε (t− s)

sα+1−m
ds

]

=
1

Γ(m− α)

[

∫ t

0

G
(m+1)
ε (t− s)

sα+1−m
ds+

G
(m)
ε (0)

tα+1−m

]

which is not defined in zero, unless G
(m)
ε (0) = 0. In order to have the second order

derivative
d2

dt2
c
0D

α
t Gε(t), m − 1 < α < m, m ∈ N, defined on the whole interval

[0,∞), one additionally needs the condition G
(m+1)
ε (0) = 0. In general, the kth

order derivative
dk

dtk
c
0D

α
t Gε(t), m− 1 < α < m, m, k ∈ N, is defined on the whole

interval [0,∞), if G
(m+l)
ε (0) = 0, for all l = 0, . . . , k − 1.

The following assertion holds (for the details of the proof, see [14]).

Theorem 1. Let G(t) ∈ GΩ([0,∞)) be a Colombeau generalized stochastic process
on [0,∞). The Caputo αth fractional derivative c

0D
α
t G(t) is a Colombeau general-

ized stochastic process (an element of GΩ([0,∞))) for m − 1 < α < m, m ∈ N, if

G
(m)
ε (0) = G

(m+1)
ε (0) = G

(m+2)
ε (0) = · · · = 0.

Moreover, if G
(m)
ε (0) = 0, for every m = 1, 2, . . . , then, for every α > 0, the

Caputo αth fractional derivative c
0D

α
t G(t) is a Colombeau generalized stochastic

process, i.e., an element of GΩ([0,∞)).
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The previous theorem illustrates that a Caputo fractional derivative of a
Colombeau generalized stochastic process G(t) ∈ GΩ([0,∞)) is a Colombeau gener-
alized stochastic process itself only if G satisfies certain conditions. If one wants this
to be satisfied for an arbitrary G(t) ∈ GΩ([0,∞)), one of the possible approaches is
to make a regularization of the fractional derivative, as in [14].

4. CAPUTO FRACTIONAL DERIVATIVES OF COLOMBEAU
PROCESSES DEFINED ON R

+ INSTEAD OF [0,∞)

Here we introduce the Caputo αth fractional derivative of a Colombeau gen-
eralized stochastic process defined on (0,∞) instead of [0,∞). As we will see, it is
a Colombeau generalized stochastic process itself, for every α, with no restrictions
on G.

Let (Gε(t))ε be a representative of a Colombeau generalized stochastic process
G(t) ∈ GΩ((0,∞)). The Caputo αth fractional derivative of (Gε(t))ε, α > 0, is
defined by

(3) c
0D

α
t−εGε(t) =















1

Γ(m− α)

∫ t−ε

0

G
(m)
ε (τ)

(t− τ)α+1−m
dτ, m− 1 < α < m

G
(m)
ε (t) =

dm

dtm
Gε(t), α = m

,

for m ∈ N and ε ∈ (0, 1).
Remark 1. Note that, for m− 1 < α < m, m ∈ N,

c

0D
α

t−εGε(t) =
1

Γ(m− α)

∫

t−ε

0

G
(m)
ε (τ )

(t− τ )α+1−m
dτ =

1

Γ(m− α)

∫

t

ε

G
(m)
ε (t− s)

sα+1−m
ds.

The last equality is easily obtained by using a simple change of variables.

Lemma 1. Let (Gε(t))ε be a representative of a Colombeau generalized stochastic
process G(t) ∈ GΩ((0,∞)). Let the Caputo αth fractional derivative of (Gε(t))ε,
c
0D

α
t−εGε(t), α > 0, be given by the relation (3). Then, for every α > 0, we have

( c
0D

α
t−εGε(t))ε ∈ EΩ

M ((0,∞)).

Proof. Fix ω ∈ Ω and ε ∈ (0, 1). First, note that for α ∈ N, c
0D

α
t−εGε(t) is the

usual derivative of order α of Gε(t) and since (Gε(t))ε ∈ EΩ
M ((0,∞)) the assertion

immediately follows.

Now, consider the case when m− 1 < α < m, m ∈ N. Then, we have

sup
t∈[ε,T ]

| c0D
α
t−εGε(t)| ≤

1

Γ(m− α)
sup

t∈[ε,T ]

∫ t−ε

0

∣

∣

∣

∣

∣

G
(m)
ε (τ)

(t− τ)α+1−m
dτ

∣

∣

∣

∣

∣

≤
1

Γ(m− α)
sup

τ∈[ε,T ]

|G(m)
ε (τ)| sup

t∈[ε,T ]

∫ t−ε

0

dτ

(t− τ)α+1−m

=
1

Γ(m− α)
sup

τ∈[ε,T ]

|G(m)
ε (τ)| sup

t∈[ε,T ]

∫ t

ε

ds

sα+1−m
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=
1

Γ(m− α)
sup

τ∈[ε,T ]

|G(m)
ε (τ)| sup

t∈[ε,T ]

tm−α − εm−α

m− α

≤
1

Γ(m− α)

Tm−α − εm−α

m− α
sup

τ∈[ε,T ]

|G(m)
ε (τ)|.

Since G(t) ∈ GΩ((0,∞)), it follows that supτ∈[ε,T ] |G
(m)
ε (τ)| has a moderate

bound. Therefore, supt∈[ε,T ] |
c
0D

α
t−εGε(t)| has a moderate bound, for every α > 0.

To obtain a moderate bound for the first order derivative
d

dt

(

c
0D

α
t−εGε(t)

)

first note that

d

dt

(

c
0D

α
t−εGε(t)

)

=
1

Γ(m− α)

[

∫ t

ε

G
(m+1)
ε (t− s)

sα+1−m
ds+

G
(m)
ε (0)

tα+1−m

]

.

Now, we have

sup
t∈[ε,T ]

∣

∣

∣

∣

d

dt

(

c
0D

α
t−εGε(t)

)

∣

∣

∣

∣

≤
1

Γ(m− α)

[

sup
τ∈[ε,T ]

|G(m+1)
ε (τ)| sup

t∈[ε,T ]

∫ t

ε

ds

sα+1−m
+ sup

t∈[ε,T ]

G
(m)
ε (0)

tα+1−m

]

≤
1

Γ(m− α)

[

sup
τ∈[ε,T ]

|G(m+1)
ε (τ)|

Tm−α − εm−α

m− α
+

G
(m)
ε (0)

εα+1−m

]

.

Using the same argument as above one obtains that supt∈[ε,T ]

∣

∣

∣

d

dt

(

c
0D

α
t−εGε(t)

)

∣

∣

∣

has a moderate bound. Higher order derivatives can be estimated in a similar way.
Thus, ( c

0D
α
t−εGε(t))ε ∈ EΩ

M ((0,∞)), for every α > 0. �

The following lemma shows that for two representatives of a Colombeau ge-
neralized stochastic process from GΩ((0,∞)) the difference of their Caputo αth
fractional derivatives is an element of NΩ((0,∞)).

Lemma 2. Let (G1ε(t))ε and (G2ε(t))ε be two different representatives of a Colom-
beau generalized stochastic process G(t) ∈ GΩ((0,∞)). Then, for every α > 0, we
have ( c

0D
α
t−εG1ε(t))ε − ( c

0D
α
t−εG2ε(t))ε ∈ NΩ((0,∞)).

Proof. Fix ω ∈ Ω and ε ∈ (0, 1). First, note that for α ∈ N, c
0D

α
t−εG1ε(t)

and c
0D

α
t−εG2ε(t) are the usual derivatives of order α and since they represent the

same Colombeau generalized stochastic process G(t) ∈ GΩ((0,∞)) it follows that
( c
0D

α
t−εG1ε(t))ε − ( c

0D
α
t−εG2ε(t))ε ∈ NΩ((0,∞)) and the assertion immediately

follows.

Now, consider the case when m− 1 < α < m, m ∈ N. Then, we have

sup
t∈[ε,T ]

| c0D
α
t−εG1ε(t)−

c
0D

α
t−εG2ε(t)|

≤
1

Γ(m− α)
sup

t∈[ε,T ]

∫ t

ε

∣

∣

∣

∣

∣

G
(m)
1ε (t− s)−G

(m)
2ε (t− s)

sα+1−m
ds

∣

∣

∣

∣

∣
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≤
1

Γ(m− α)
sup

τ∈[ε,T ]

|G
(m)
1ε (τ) −G

(m)
2ε (τ)| sup

t∈[ε,T ]

∫ t

ε

ds

sα+1−m

≤
1

Γ(m− α)

Tm−α − εm−α

m− α
sup

τ∈[ε,T ]

|G
(m)
1ε (τ) −G

(m)
2ε (τ)|.

Since (G1ε(t)ε and (G2ε(t))ε are the representatives of G(t) ∈ GΩ((0,∞)) it

follows that supτ∈[ε,T ] |G
(m)
1ε (τ) − G

(m)
2ε (τ)| is negligible. Therefore, one concludes

that supt∈[ε,T ] |
c
0D

α
t−εG1ε(t)−

c
0D

α
t−εG2ε(t)| is negligible, too.

For estimating the first derivative we do as follows

sup
t∈[ε,T ]

∣

∣

∣

∣

d

dt

(

c
0D

α
t−εG1ε(t)−

c
0D

α
t−εG2ε(t)

)

∣

∣

∣

∣

≤
1

Γ(m− α)
sup

τ∈[ε,T ]

|G
(m+1)
1ε (τ) −G

(m+1)
2ε (τ)| sup

t∈[ε,T ]

∫ t

ε

ds

sα+1−m

+
1

Γ(m− α)
sup

t∈[ε,T ]

G
(m)
1ε (0)−G

(m)
2ε (0)

tα+1−m

≤
1

Γ(m− α)

[

sup
τ∈[ε,T ]

|G(m+1)
ε (τ)|

Tm−α − εm−α

m− α
+

G
(m)
1ε (0)−G

(m)
2ε (0)

εα+1−m

]

.

The negligibleness of the supt∈[ε,T ]

∣

∣

∣

d

dt

(

c
0D

α
t−εG1ε(t)− c

0D
α
t−εG2ε(t)

)

∣

∣

∣
follows by

using the similar argument. Higher order derivatives can be estimated in a similar
way. Thus, for every α > 0, ( c

0D
α
t−εG1ε(t))ε − ( c

0D
α
t−εG2ε(t))ε ∈ NΩ((0,∞)). �

Now we are in the position to introduce the Caputo αth fractional derivative
of a Colombeau generalized stochastic process on (0,∞).

Definition 2. Let G(t) ∈ GΩ((0,∞)) be a Colombeau generalized stochastic process
on (0,∞). The Caputo αth fractional derivative of G(t), in notation c

0D
α
t−εG(t) =

[(

c
0D

α
t−εGε(t)

)

ε

]

, α > 0, is an element of GΩ((0,∞)) satisfying (3).

Now we denote G̃ = GH , where G is continuous on [0,∞) having right deriva-
tives in zero: G(0+), G′(0+), . . .G(m)(0+) and H denotes the Heaviside function.
The following relation is well known

(4) (G̃H)(m)(t) = G(m)(t)H(t) +

m−1
∑

i=0

G(i)(0)δ(m−1−i)(t),

where we used tilde notation for the distributional derivative. We define

φα(t) =







tα

Γ(α)
, t > 0

0, t ≤ 0

and by using the Remark 1, for m− 1 < α < m, m ∈ N, one obtains that

c
0D

α
t−ε(G̃ ∗ ϕε)(t) = κε(t)φm−α(t) ∗ (GH ∗ ϕε)

(m)
(t),
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and
(

( c
0D

α
t−εG̃) ∗ ϕε

)

(t) = κε(t)φm−α(t) ∗G
(m)(t)H(t) ∗ ϕε(t),

where

κε(t) =

{

0, t < ε
1, t ≥ ε

and the mollifier ϕε above is chosen to have support in [0,∞): ϕε(t) =
1

ε
ϕ
(

x− ε

ε

)

.

Now, by using the relations above and (4) one obtains

c
0D

α
t−ε(G̃ ∗ ϕε) = κεφm−α ∗ (GH ∗ ϕε)

(m)
= κεφm−α ∗ (GH)(m) ∗ ϕε

= κεφm−α ∗G(m)H ∗ ϕε +

m−1
∑

i=0

G(i)(0)
(

κεφm−α ∗ ϕε ∗ δ
(m−1−i)

)

= ( c
0D

α
t−εG̃) ∗ ϕε +

m−1
∑

i=0

G(i)(0) (κεφm−α ∗ ϕε ∗ δ)
(m−1−i)

= ( c
0D

α
t−εG̃) ∗ ϕε +

m−1
∑

i=0

G(i)(0) (κεφm−α ∗ ϕε)
(m−1−i)

.

Thus, we come up with the conclusion that, unless G(i)(0) = 0, i = 0, 1, . . . ,m− 1,
fractional derivatives c

0D
α
t−ε(G̃ ∗ ϕε) and ( c

0D
α
t−εG̃) ∗ ϕε do not coincide!

Expectation. One of the questions one might be interested in is the quastion of
expectation of the Caputo αth fractional derivative of the Colombeau generalized
stochastic process G(t) ∈ GΩ((0,∞)). We consider it as follows.

For fixed ε ∈ (0, 1), suppose E(G
(k)
ε (t)) = Ckε(t), k ∈ N, t ≥ 0, where

G
(k)
ε (t) denotes the kth derivative of Gε(t) and E stands for the expectation. Then,

for fixed ε ∈ (0, 1) and m− 1 < α < m, m ∈ N, the following holds

E
(

c
0D

α
t−εGε(t)

)

=
1

Γ(m− α)

∫ t−ε

0

Cmε(τ)

(t− τ)α+1−m
dτ.

The expectation E
(

c
0D

α
t−εGε(t)

)

exists, if the integral above converges, for exam-

ple, when Cmε(τ) is an absolutely continuous function. If E(G
(k)
ε (t)) = C = const,

t ≥ 0, then the following holds

E
(

c
0D

α
t−εGε(t)

)

=
C

Γ(m− α)

tm−α − εm−α

m− α
, m− 1 < α < m, m ∈ N.

For example, for Brownian motion viewed as a Colombeau generalized stochastic
process, W (t) ∈ GΩ((0,∞)), we have E

(

c
0D

α
t−εWε(t)

)

= 0. This holds for all α > 0
since the derivative of a Gaussian generalized stochastic process with mean zero is
again Gaussian with mean zero.
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5. RIEMANN-LIOUVILLE FRACTIONAL DERIVATIVES OF
COLOMBEAU STOCHASTIC PROCESSES DEFINED ON R

+

In this section we introduce the Riemann-Liouville αth fractional derivative
of a Colombeau generalized stochastic process. We will see that the αth Riemann-
Liouville fractional derivative of a Colomebau generalized stochastic process G de-
fined on (0,∞) is a Colombeau generalized stochastic process itself, for every α,
with no restrictions onG. On the other hand, if the Colombeau generalized stochas-
tic process G is defined on [0,∞), the Riemann-Liouville fractional derivative of G
is a Colombeau generalized stochastic process itself only if all derivatives of Gε are
vanishing at zero. But, as known from the classical fractional derivative theory,
that is exactly the case when the Riemann-Liouville fractional derivative coincides
with the Caputo fractional derivative.

Let (Gε(t))ε be a representative of a Colombeau generalized stochastic process
G(t) ∈ GΩ((0,∞)). The Riemann-Liouville αth fractional derivative of (Gε(t))ε,
α > 0, is defined by

(5) rl
0 D

α
t−εGε(t) =











1

Γ(m− α)

dm

dtm

∫ t−ε

0

Gε(τ) dτ

(t− τ)α+1−m
, m− 1 < α < m

G
(m)
ε (t) =

dm

dtm
Gε(t), α,= m

for m ∈ N and ε ∈ (0, 1). As in the case of Caputo fractional derivative, for
m− 1 < α < m, m ∈ N, changing the variables one obtains

rl
0 D

α
t−εGε(t) =

1

Γ(m− α)

dm

dtm

∫ t−ε

0

Gε(τ)

(t− τ)α+1−m
dτ

=
1

Γ(m− α)

dm

dtm

∫ t

ε

Gε(t− s)

sα+1−m
ds.

Lemma 3. Let (Gε(t))ε be a representative of a Colombeau generalized stochastic
process G(t) ∈ GΩ((0,∞)). Let the Riemann-Liouville αth fractional derivative of
(Gε(t))ε,

rl
0 D

α
t−εGε(t), α > 0, be given by the relation (5). Then, for every α > 0,

we have ( rl
0 D

α
t−εGε(t))ε ∈ EΩ

M ((0,∞)).

Proof. Fix ω ∈ Ω and ε ∈ (0, 1). For α ∈ N, rl
0 D

α
t−εGε(t) is the usual derivative of

order α of Gε(t) and since (Gε(t))ε ∈ EΩ
M ((0,∞)) the assertion immediately follows.

Now, consider the case when m− 1 < α < m, m ∈ N. First, note that

rl
0 D

α
t−εGε(t) =

1

Γ(m− α)

dm

dtm

∫ t

ε

Gε(t− s)

sα+1−m
ds

=
1

Γ(m− α)

dm−1

dtm−1

[

d

dt

(
∫ t

ε

Gε(t− s)

sα+1−m
ds

)]

=
1

Γ(m− α)

dm−1

dtm−1

[
∫ t

ε

G′
ε(t− s)

sα+1−m
ds+

Gε(0)

tα+1−m

]
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=
1

Γ(m− α)

dm−2

dtm−2

[
∫ t

ε

G′′
ε (t− s)

sα+1−m
ds+

G′
ε(0)

tα+1−m
+

(m− α− 1)Gε(0)

tα+2−m

]

...

=
1

Γ(m− α)

∫ t

ε

G
(m)
ε (t− s)

sα+1−m
ds+

m−1
∑

k=0

G
(k)
ε (0)

Γ(k + 1− α)
tk−α,

i.e., the following holds:

(6) rl
0 D

α
t−εGε(t) =

c
0D

α
t−εGε(t) +

m−1
∑

k=0

G
(k)
ε (0)

Γ(k + 1− α)
tk−α.

Now we have

sup
t∈[ε,T ]

| rl0 D
α
t−εGε(t)| ≤ sup

t∈[ε,T ]

| c0D
α
t−εGε(t)|+

m−1
∑

k=0

sup
t∈[ε,T ]

∣

∣

∣

∣

∣

G
(k)
ε (0)

Γ(k + 1− α)
tk−α

∣

∣

∣

∣

∣

.

But k = 0, . . .m− 1 and m− 1 < α < m, m ∈ N, providing that k − α is negative.
Therefore,

sup
t∈[ε,T ]

| rl
0 D

α
t−εGε(t)| ≤ sup

t∈[ε,T ]

| c
0D

α
t−εGε(t)|+

m−1
∑

k=0

G
(k)
ε (0)

Γ(k + 1− α)
εk−α.

We have proved in Lemma 1 that supt∈[ε,T ] |
c
0D

α
t−εGε(t)| has a moderate bound,

for every α > 0. Therefore, supt∈[ε,T ] |
rl
0 D

α
t−εGε(t)| has also a moderate bound, for

every α > 0.

To obtain a moderate bound for the first order derivative
d

dt

(

rl
0 D

α
t−εGε(t)

)

we use the relation (6) and immediately obtain

sup
t∈[ε,T ]

∣

∣

∣

∣

d

dt

(

rl
0 D

α
t−εGε(t)

)

∣

∣

∣

∣

≤ sup
t∈[ε,T ]

∣

∣

∣

∣

d

dt

(

c
0D

α
t−εGε(t)

)

∣

∣

∣

∣

+

m−1
∑

k=0

G
(k)
ε (0)

Γ(k − α)
εk−α−1.

But, as shown in Lemma 1, supt∈[ε,T ]

∣

∣

∣

d

dt

(

c
0D

α
t−εGε(t)

)

∣

∣

∣
has a moderate bound and

therefore supt∈[ε,T ]

∣

∣

∣

d

dt

(

rl
0 D

α
t−εGε(t)

)

∣

∣

∣
has a moderate bound, too. Higher order

derivatives can be estimated in a similar way. Thus, ( rl
0 D

α
t−εGε(t))ε ∈ EΩ

M ((0,∞)),
for every α > 0.

Lemma 4. Let (G1ε(t))ε and (G2ε(t))ε be two different representatives of a Colom-
beau generalized stochastic process G(t) ∈ GΩ((0,∞)). Then, for every α > 0, we
have ( rl

0 D
α
t−εG1ε(t))ε − ( rl

0 D
α
t−εG2ε(t))ε ∈ NΩ((0,∞)).

Proof. Fix ω ∈ Ω and ε ∈ (0, 1). For α ∈ N, rl
0 D

α
t−εG1ε(t) and rl

0 D
α
t−εG2ε(t)

are the usual derivatives of order α and since they represent the same Colombeau
generalized stochastic process G(t) ∈ GΩ((0,∞)) the assertion immediately follows.



294 Danijela Rajter-Ćirić

For m− 1 < α < m, m ∈ N, by using the relation (6), one obtains

sup
t∈[ε,T ]

| rl
0 D

α
t−εG1ε(t)−

rl
0 D

α
t−εG2ε(t)| ≤ sup

t∈[ε,T ]

| c0D
α
t−εG1ε(t)−

c
0D

α
t−εG2ε(t)|

+
m−1
∑

k=0

[G
(k)
1ε (0)−G

(k)
2ε (0))]

Γ(k + 1− α)
εk−α.

But, as proved in Lemma 2, supt∈[ε,T ] |
c
0D

α
t−εG1ε(t) − c

0D
α
t−εG2ε(t)| is neg-

ligible. Therefore, supt∈[ε,T ] |
rl
0 D

α
t−εG1ε(t) − rl

0 D
α
t−εG2ε(t)| is negligible, too. All

derivatives can be estimated by using the similar argument. Thus, for every α > 0,
( rl
0 D

α
t−εG1ε(t))ε − ( rl

0 D
α
t−εG2ε(t))ε ∈ NΩ((0,∞)). �

The Riemann-Liouville αth fractional derivative of a Colombeau generalized
stochastic process on (0,∞) is now defined in the following definition.

Definition 3. Let G(t) ∈ GΩ((0,∞)) be a Colombeau generalized stochastic process
on (0,∞). The Riemann-Liouville αth fractional derivative of G(t), in notation
rl
0 D

α
t−εG(t) =

[(

rl
0 D

α
t−εGε(t)

)

ε

]

, α > 0, is an element of GΩ((0,∞)) satisfying
(5).

Remark 2. Note that one can similarly define the Riemann-Liouville αth fractional
derivative of G ∈ G

Ω([0,∞)), in notation rl

0 Dα

t G(t) =
[(

rl

0 Dα

t Gε(t)
)

ε

]

, by

rl

0 D
α

t Gε(t) =











1

Γ(m− α)

dm

dtm

∫

t

0

Gε(τ ) dτ

(t− τ )α+1−m
, m− 1 < α < m

G
(m)
ε (t) =

dm

dtm
Gε(t), α = m

,

for m ∈ N and ε ∈ (0, 1). In that case one derives the same relation as (6), i.e.

rl

0 D
α

t Gε(t) =
c

0D
α

t Gε(t) +

m−1
∑

k=0

G
(k)
ε (0)

Γ(k + 1− α)
t
k−α

,

for m− 1 < α < m, m ∈ N.

The problematic point is zero, and the derivative above is well defined in t = 0

only if G
(k)
ε (0) = 0, for k = 0, 1, . . . ,m−1. But, in that case the Riemann-Liouville

and the Caputo fractional derivatives coincide!

We conclude this section by briefly considering the expectation of the Riemann-
Liouville αth fractional derivative of G(t) ∈ GΩ((0,∞)). As in the case of Caputo

derivative, for fixed ε ∈ (0, 1), suppose E(G
(k)
ε (t)) = Ckε(t), k ∈ N, t ≥ 0, where

G
(k)
ε (t) denotes the kth derivative of Gε(t) and E stands for the expectation.

Then, for fixed ε ∈ (0, 1) and m− 1 < α < m, m ∈ N, the following holds

E
(

rl
0 D

α
t−εGε(t)

)

= E
(

c
0D

α
t−εGε(t)

)

+

m−1
∑

k=0

E
(

G
(k)
ε (0)

)

Γ(k + 1− α)
tk−α

=
1

Γ(m− α)

∫ t−ε

0

Cmε(τ)

(t− τ)α+1−m
dτ +

m−1
∑

k=0

Gkε

Γ(k + 1− α)
tk−α,



Fractional derivatives of Colombeau stochastic processes 295

where we have denoted by Gkε the expectation of the random variable G
(k)
ε (0),

k = 0, 1, . . . ,m − 1. The expectation E
(

rl
0 D

α
t−εGε(t)

)

exists, if the integral and
the sum above converge.

Cauchy problem with fractional derivatives

As an illustration of the theory, here we consider a Cauchy problem similar
to the one in [10]:

X ′(t) = a(t) X(t) + b(t) 0D
α
t−εG(t), t ≥ 0,(7)

X(0) = X0,(8)

where 0D
α
t−εG(t), α > 0, can be both c

0D
α
t−εG(t) and rl

0 D
α
t−εG(t), G(t) is a

Colombeau generalized stochastic process on (0,∞), i.e. G(t) ∈ GΩ((0,∞)) and
X0 = [(X0ε)ε] is a Colombeau generalized random variable.

We suppose that a(t) is a deterministic, smooth function for t ≥ 0 and denote

ā(τ) =
τ
∫

0

a(t)dt. Function b(t) is supposed to be deterministic and smooth for t ≥ 0.

We will show that under the conditions above, problem (7)–(8) has an almost surely
unique solution X(t) ∈ GΩ((0,∞)). For that purpose, fix ω ∈ Ω and ε ∈ (0, 1).
The Cauchy problem (7)–(8) given by representatives reads

X ′
ε(t) = a(t) Xε(t) + b(t) 0D

α
t−εGε(t), t ≥ 0,(9)

Xε(0) = X0ε, ,(10)

where (Gε)ε ∈ EΩ
M ((0,∞)) and (X0ε)ε ∈ ERM . The problem (9)–(10) has the

solution

(11) Xε(t) = X0εe
ā(t) + eā(t)

∫ t

0

e−ā(τ) b(τ) 0D
α
τ−εGε(τ) dτ.

To show that (Xε)ε belongs to EΩ
M ((0,∞)) first note that from (11) we have

sup
t∈[0,T ]

|Xε(t)| ≤ |X0ε| exp

(

sup
t∈[0,T ]

ā(t)

)

+ T exp

(

sup
t∈[0,T ]

ā(t)− inf
τ∈[0,T ]

ā(τ)

)

sup
τ∈[0,T ]

|b(τ)| sup
τ∈[0,T ]

| 0D
α
τ−εGε(τ)|.

Since 0D
α
t−εG(t) ∈

{

c
0D

α
t−εG(t), rl

0 D
α
t−εG(t)

}

, according to Lemma 1 and
Lemma 3 we know that supτ∈[0,T ] | 0D

α
τ−εGε(τ)| has a moderate bound, for every

α > 0. Also, (X0ε)ε ∈ ERM . Using that and the fact that ā(t) and b(t) are
continuous, we obtain a moderate bound for supt∈[0,T ] |Xε(t)|.

The moderate estimate for the first order derivative of Xε follows directly
from the equation (9). We obtain

sup
t∈[0,T ]

|X ′
ε(t)| ≤ C1 sup

t∈[0,T ]

|Xε(t)|+ C2 sup
t∈[0,T ]

| 0D
α
t−εGε(t)|, for some C1, C2 > 0.
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Since both, supt∈[0,T ] | 0D
α
t−εGε(t)| and supt∈[0,T ] |Xε(t)| have moderate bounds,

we immediately conclude that supt∈[0,T ] |X
′
ε(t)| has a moderate bound, too.

By differentiating the equation (9) and by using the similar arguments as
above, one obtains moderate bounds for higher order derivatives of Xε. Thus,
(Xε)ε belongs to EΩ

M ((0,∞)).

One can easily show that the solution is almost surely unique in GΩ((0,∞))
by considering the equation

X̄ ′
ε(t) = a(t) X̄ε(t) +Nε(t), X̄ε(0) = N0ε,

where (X̄ε)ε = (X1ε −X2ε)ε and (X1ε)ε, (X2ε)ε ∈ EΩ
M ((0,∞)) are two solutions to

the equation (9), (Nε)ε ∈ NΩ((0,∞)) and (N0ε)ε ∈ NR. After a similar procedure
as in the existence part of the proof one obtains that (X1ε −X2ε)ε ∈ NΩ((0,∞)).
Thus, the solution X to problem (7)–(8) is unique in GΩ((0,∞)).
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